Part VII: Appendix

Appendix A Answers to End of Chapter Exercises
Answers to Chapter 1 Review Questions

	1:
	What is the pps rate for a 100BaseX network? Calculate it for the minimum and maximum frame sizes.

	A:
	Because all of the bit time values are one tenth that of 10 Mbps Ethernet, the pps for 100 Mbps Ethernet is 10 times the 10 Mbps pps values. So Fast Ethernet supports up to 148,800 pps for 64 byte frames and 8,120 pps for 1518 byte frames. 

	2:
	What are the implications of mixing half-duplex and full-duplex devices? How do you do it?

	A:
	You need to ensure that your full-duplex devices attach to full-duplex hubs. Otherwise, the full-duplex devices need to run in half-duplex mode. Always attach full duplex together and half duplex together. 

Another issue concerns bandwidth. The full-duplex devices effectively have 200 Mbps bandwidth, whereas the half-duplex run 100 Mbps. In fact, the half duplex might be even less than 100 Mbps if the device attaches to a shared hub. Therefore, communications between the full-duplex and half-duplex device is limited by the bandwidth of the half-duplex attachment. 

	3:
	In the opening section on Fast Ethernet, we discussed the download time for a typical medical image over a shared legacy Ethernet system. What is an approximate download time for the image over a half-duplex 100BaseX system? Over a full-duplex 100BaseX system?

	A:
	The medical file size was 100 Megabytes. If the system is half duplex, it might be running on a shared hub. Assume that the station has an effective shared bandwidth, then, of 20 Mbps. In reality, it might be less or more. Then the transfer time is about 40 seconds. 100 MB×8/20 Mbps=40 seconds. 

Full-duplex operations can provide 100 Mbps bandwidth in the receive direction. Therefore, the approximate transfer time is 100 MB×8/100 Mbps=8 seconds.

Both models assume that the servers can generate traffic at that rate. 

	4:
	What disadvantages are there in having an entire network running in 100BaseX full-duplex mode?

	A:
	One disadvantage can be cost. Every full-duplex device needs to attach to its own dedicated switch port. You cannot have multiple full-duplex devices attached to the same port. If you have many devices, you need many ports, which equates to increased cost. 

Another disadvantage can be congestion at the servers. As you increase the number of devices operating in full-duplex mode, higher amounts of bandwidth hit your servers. This amount can greatly exceed the bandwidth capacity of the server connection. 

	5:
	Can a Class II repeater ever attach to a Class I repeater? Why or why not?

	A:
	You should not attach a Class I repeater to a Class II repeater because this violates the latency rules of Fast Ethernet. When you have a Class I repeater, there can be only one repeater . 

	6:
	What is the smallest Gigabit Ethernet frame size that does not need carrier extension?

	A:
	The need for the carrier extension bytes is driven by the slotTime. Gigabit Ethernet uses a slot time for 4096 bits. This equates to 512 bytes. Therefore, any frames of 512 bytes or larger do not need carrier extension, whereas all frames less than 512 MUST have carrier extension.


Answers to Chapter 2 Review Questions

Refer to the network setup in Figure 2-15 to answer Questions 1 and 2.

	1:
	Examine Figure 2-15. How many broadcast and collision domains are there?

	A:
	There are 14 collision domains. Each port on a bridge, router, and switch define a new broadcast domain. You cannot easily tell how many broadcast domains exist in the network due to the presence of the switch. A switch can create one or many broadcast domains, depending upon how you configure it. If the switch is configured as one broadcast domain, there are two broadcast domains. This is not a recommended solution, because both sides of the router attached to the switch and bridge belong to the same broadcast domain. This is not good. On the other hand, the switch can have many broadcast domains defined. 

	2:
	In Figure 2-15, how many Layer 2 and Layer 3 address pairs are used to transmit between Stations 1 and 2?

	A:
	For Station 1 to communicate with Station 2, two Layer 2 address pairs are needed. One MAC pair is used on the top segment, and the other on the other side of the router. However, only one Layer 3 address pair is needed end to end. 

Refer to the network setup in Figure 2-16 to answer Question 3. 

	3:
	What is the problem with the network in Figure 2-16?

	A:
	Two issues in this network need attention. The most critical problem is that two ports on the Catalyst, which belong to different VLANs, attach to a standard bridge. This merges the two VLANs into a common broadcast domain and defeats the purpose of the Catalyst having two or more broadcast domains. 

An additional issue involves Spanning Tree. Although Spanning Tree is not discussed until Chapters 6 and 7, a loop exists in VLAN 1. This might be intentional for resiliency and can be controlled by Spanning Tree. But if unintentional, it can force your network to transmit frames over a less desirable path than you might expect. 

	4:
	If you attach a multiport repeater (hub) to a bridge port, how many broadcast domains are seen on the hub?

	A:
	Legacy hubs have all ports in the same collision and broadcast domains, regardless of the internetworking device they attach to. 

	5:
	Can a legacy bridge belong to more than one broadcast domain?

	A:
	Generally, all ports on a legacy bridge belong to the same broadcast domain.


Answers to Chapter 3 Review Questions

	1:
	If a RIF is present in a source-routed frame, does a source-route switch ever examine the MAC address of a frame?

	A:
	No, the switch passes the frame to the bridge without looking at the destination MAC address. 

	2:
	To how many VLANs can a TrBRF belong?

	A:
	A TrBRF belongs to only one VLAN 

	3:
	The transparent-bridge learning process adds entries to the bridging table based on the source address. Source addresses are never multicast addresses. Yet when examining the Catalyst bridge table, it is possible to see multicast. Why?

	A:
	Some multicast addresses are identified as system addresses. For example, and frames with 01-00-0C-CC-CC-CC are directed to the Supervisor module. It is also possible to force some multicast addresses out administrator defined interfaces. This overrides the normal flooding processes. 

	4:
	Two Cisco routers attach to a Catalyst. On one router you type show cdp neighbor. You expect to see the other router listed because cdp announces on a multicast address 01-00-0c-cc-cc-cc, which is flooded by bridges. But you see only the Catalyst as a neighbor. Suspecting that the other router isn't generating cdp announcements, you enter show cdp neighbor on the Catalyst. You see both routers listed verifying that both routers are generating announcements. Why didn't you see the second router from the first router? (Hint: neither router can see the other.)

	A:
	CDP announcements use 01-00-0C-CC-CC-CC as the destination address. The Catalyst receives these announcements and terminates them in the Supervisor module. It does not forward them to other interfaces. Careful examination of the router's cdp neighbor display will show only one neighbor, the Catalyst since it generates cdp announcements.


Answers to Chapter 4 Review Questions

	1:
	What happens if you replace the active Supervisor module?

	A:
	If you replace the active module, the standby becomes the active Supervisor module. If the configuration files differ between the two, the now active Supervisor updates the configuration on the replacement module. Likewise, if any software images differ, the now active module updates the replacement unit. 

	2:
	If your redundant Supervisor engines are running software version 4.1, the uplink ports on the standby engine are disabled until it becomes the active supervisor. What strategies might you need to employ to ensure that failover works for the uplinks?

	A:
	Referring to 

 HYPERLINK "http://safari.informit.com/main.asp?bookname=1578700949&snode=208" \l "3" Figure A-1, if you connect the uplink ports from the active supervisor module on Cat-A to the active supervisor on Cat-B, everything works well until one of the supervisors fail. The now active uplinks on the standby module of Cat-A are connected to the inactive uplinks on the standby module of Cat-B. Connectivity might be lost, Spanning Tree reconverges. Therefore, you might want to cross connect modules as in Figure A-2 or Figure A-3. The strategy of Figure A-2 enables only one link to be active at a time, whereas the strategy of Figure A-3 allows two links to be active at a time. Another alternative is to not use the Supervisor ports for uplinks, but use them for host connections instead. 

Figure A-1 Uplink Strategies for Failover


Figure A-2 Cross Connect Strategy 1
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Figure A-3 Cross Connect Strategy 2
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	3:
	Table 4-4 shows how to recall and edit a command from the history buffer. How would you recall and edit the following command so that you move the ports from VLAN 3 to VLAN 4?

set vlan 3 2/1-10,3/12-21,6/1,5,7










	A:
	You cannot simply use the edit ^3^4 because this changes not just the VLAN, but the port list too. Ports 3/12-21 become 4/12-21. Rather, you could use the command ^vlan 3^vlan 4 and be more specific about the string you are modifying. This changes only the VLAN assignment without modifying the port values. 

	4:
	What happens if you configure the Supervisor console port as sl0, and then you directly attach a PC with a terminal emulator through the PC serial port?

	A:
	The PC cannot attach to the console, because the Catalyst expects SLIP-based IP connections through the interface. The sl0 configuration means that you access the Catalyst console port by treating the serial line as an IP device. When you attach a PC through the serial port and do not use the IP mode, the PC does not attempt to use its IP stack to build the connection. 

	5:
	The Catalyst 5500 supports LS 1010 ATM modules in the last 5 slots of the chassis. Slot 13 of the 5500 is reserved for the LS1010 ATM Switch Processor (ASP). Can you use the session command to configure the ASP?

	A:
	No, you cannot use the session command. This command only works to attach to modules through the Catalysts switching bus, not the ATM bus. To configure the ASP, you need to attach a console to the ASP's console port. Use IOS commands to configure the ASP and line modules. 

	6:
	The command-line interface has a default line length of 24 lines. How can you confirm this?

	A:
	Example 4-6 in Chapter 4 shows the configuration file for a Catalyst 5000 family device. Note the configuration command set length 24 default, which sets the screen length.


Answers to Chapter 5 Review Questions

	1:
	Early in this chapter, it was mentioned that you can determine the extent of a broadcast domain in a switched network without configuration files. How do you do it?

	A:
	You can use a brute force approach where you systematically attach a traffic source on a port on a switch configured to generate broadcasts. With a network analyzer, you then check every port in the system to observe where the broadcast appeared. Every port where the broadcast is seen is a member of the same VLAN as the source. Then, you can move the source to a port not mapped in the first step and repeat the process until all ports are mapped. 

	2:
	Two Catalysts interconnect stations as shown in Figure 5-22. Station A cannot communicate with Station B. Why not? Example 5-8 provides additional information for the system.

	A:
	Although Station A and B addresses belong to the same logical network, A and B attach to different VLANs. This makes it very difficult for them to talk to each other. Layer 2 switches do not forward traffic between VLANs, and no router exists in the system to interconnect the VLANs. Therefore, they cannot communicate with each other. 

	3:
	Again referring to Figure 5-22 and Example 5-8, can Station C communicate with Station D?

	A:
	No. Although Stations C and D belong to the same logical network and the same VLAN, there is no connectivity between the switches for VLAN 2. Note that, on Cat-A, one inter-switch port belongs to VLAN 1 and the other to VLAN 2. But for Cat-B, neither of the inter-switch ports belong to VLAN 2. This prevents any VLAN 2 traffic from passing between the Catalysts. 

	4:
	Are there any Spanning Tree issues in Figure 5-22?

	A:
	There are no loops in the network, but VLANs 1 and 2 in Cat-A are merged into one broadcast domain through the VLAN 1 virtual bridge in Cat-B. See 

 HYPERLINK "http://safari.informit.com/main.asp?bookname=1578700949&cnode=72" Chapters 6 and 7 for a discussion of Spanning Tree. 

	5:
	Draw a logical representation of Figure 5-22 of the way the network actually exists as opposed to what was probably intended.

	A:
	Figure A-4 presents a logical representation of the network in Figure 5-22. 

Figure A-4 Logical Representation of the Network in Figure 5-22 
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	6:
	Is there ever a time when you would bridge between VLANs?

	A:
	You might need to enable bridging between VLANs on a router whenever you have non-routable protocols such as LAT or NetBeui. In this case, you need to route all other protocols and bridge only the nonroutable protocols. Be careful of Spanning Tree topology issues though, because the router participates in Spanning Tree along with the Catalysts. 

	7:
	List the three components of dynamic VLANs using VMPS.

	A:
	· A Catalyst system using VMPS has the following components: 

· VMPS server

· VMPS client

· TFTP server with a configuration text file.


Answers to Chapter 6 Review Questions

	1:
	Summarize the three-step process that STP uses to initially converge on an active topology.

	A:
	The three-step process is as follows: 

Step 1. Elect a single Root Bridge for the entire bridged network. 

Step 2. Elect one Root Port for every non-Root Bridge. 

Step 3. Elect one Designated Port for every segment. 

	2:
	How many of the following items does the network shown in Figure 6-24 contain: Root Bridges, Root Ports, Designated Ports? Assume all devices are operational.

	A:
	The network in 

 HYPERLINK "http://safari.informit.com/main.asp?bookname=1578700949&snode=86" \l "4" Figure 6-24 contains the following: One Root Bridge, three Root Ports, and 404 Designated Ports (one per segment, including the 400 segments connected to end users). 

	3:
	When running the Spanning-Tree Protocol, every bridge port saves a copy of the best information it has heard. How do bridges decide what constitutes the best information?

	A:
	Bridges use a four-step decision sequence: 

Step 1. Lowest Root BID 

Step 2. Lowest Path Cost to Root Bridge 

Step 3. Lowest Sender BID 

Step 4. Lowest Port ID 

The bridge uses this decision sequence to compare all BPDUs received from other bridges as well as the BPDU that would be sent on that port. A copy of the best (lowest) BPDU is saved. 

	4:
	Why are Topology Change Notification BPDUs important? Describe the TCN process.

	A:
	Topology Change Notification BPDUs play an important role in that they help bridges relearn MAC addresses more quickly after a change in the active STP topology. A bridge that detects a topology change sends a TCN BPDU out its Root Port. The Designated Port for this segment acknowledges the TCN BPDU with the TCA flag in the next Configuration BPDU it sends. This bridge also propagates the TCN BPDU out its Root Port. This process continues until the BPDU reaches the Root Bridge. The Root Bridge then sets the TC flag in all Configuration BPDUs sent for twice the Forward Delay period. As other bridges receive the TC flag, they shorten the bridge table aging period to Forward Delay seconds. 

	5:
	How are Root Path Cost values calculated?

	A:
	Root Path Cost is the cumulative cost of the entire path to the Root Bridge. It is calculated by adding a port's Path Cost value to the BPDUs received on that port. 

	6:
	Assume that you install a new bridge and it contains the lowest BID in the network. Further assume that this devices is running experimental Beta code that contains a severe memory leak and, as a result, reboots every 10 minutes. What effect does this have on the network?

	A:
	STP is a preemptive protocol that constantly seeks the Root Bridge with the lowest BID. Therefore, in this network, the new bridge wins the Root War, and the entire active topology converges on this bridge every ten minutes. Where links change state during this convergence process, temporary outages of 30–50 seconds occur. When the bridge fails several minutes later, the network converges on the next most attractive Root Bridge and creates another partial network outage for 30–50 seconds. 

In short, the network experiences partial outages every time the new bridge restarts and fails. 

	7:
	When using the show spantree command, why might the timer values shown on the line that begins with Root Max Age differ from the values shown on the Bridge Max Age line?

	A:
	The values shown in the Root Max Age line are the timer values advertised in the Configuration BPDUs sent by the current Root Bridge. All bridges adopt these values. On the other hand, every bridge shows its locally-configured values in the Bridge Max Age line. 

	8:
	Label the port types ( RP=Root Port, DP=Designated Port, NDP=non-Designated Port) and the STP states (F=Forwarding, B=Blocking) in Figure 6-25. The Bridge IDs are labeled. All links are Fast Ethernet.

	A:
	Figure A-5 provides the solution for Question 8. 

Figure A-5 Solution to Question 8.
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Svr_Farm -Cat-1 becomes the Root Bridge because it has the lowest BID. MDF-Cat-2 and MDF-Cat-3 elect Root Ports based on the lowest Root Cost Path (19 versus 38). IDF-Cat-4 and IDF-Cat-5 have two equal-cost paths (38) to the Root Bridge. Therefore, to elect a Root Port, they have to use Sender BID as a tie breaker. Because MDF-Cat-2 has a lower Sender BID than MDF-Cat-3, both IDF Cats select the link connecting to MDF-Cat-2 as the Root Port. Designated Port elections are all based on Root Path Cost. 

	9:
	What happens to the network in Figure 6-26 if Cat-4 fails?

	A:
	The network is partitioned into two halves. Each half elects its own Root Bridge. There is a partial outage of approximately 50 seconds. After the Root Bridges have been established, connectivity resumes within the two halves, but the two halves cannot communicate. 


Answers to Chapter 6 Hands-On Lab

Build a network that resembles Figure 6-27.

Using only VLAN 1, complete the following steps:

	1:
	Start a continuous ping (tip: under Microsoft Windows, use the ping -t ip_address command) between PC-1 and PC-3. Break the link connecting PC-3 to Cat-2. After reconnecting the link, how long does it take for the pings to resume?

	A:
	It takes 30-35 seconds. Some people might observe a period of approximately 50 seconds. This is most often due to a feature called PAgP that runs on Etherchannel-capable ports by default. Disable PAgP with the set port channel 2/1-4 off command and repeat the measurements. Note that some hardware requires that you specify a different range of ports than 2/1-4. 

	2:
	Start a continuous ping between PC-1 and PC-2. As in Step 1, break the link between PC-3 and Cat-2. Does this affect the traffic between PC-1 and PC-2?

	A:
	No. Because the traffic was not using this link, no disruption to traffic between PC-1 and PC-2 occurs (in other words, don't fall trap to the notion that every change in the Spanning Tree disrupts the entire network). 

	3:
	Use the show spantree command on Cat-1 and Cat-2. What bridge is acting as the Root Bridge? Make a note of the state of all ports.

	A:
	The Root Bridge is the Catalyst where the Designated Root field matches the Bridge ID MAC ADDR field. Notice that the Designated Root Cost equals zero and the Designated Root Port equals 1/0. 

All ports should be in the Forwarding state except the 1/2 port on the non-Root Bridge. 

	4:
	Why is the 1/2 port on the non-Root Bridge Blocking? How did the Catalyst know to block this port?

	A:
	Recall that STP always refers back to the same four-step decision sequence. Assume Cat-1 is the Root Bridge (if you have Cat-2 as the Root Bridge, just reverse the Cat-1 and Cat-2 names in the following discussion). In this case, both bridges are in agreement that Cat-1 is the Root Bridge, causing Root Path Cost to be considered next. However, because both 1/1 and 1/2 have a Root Path Cost of 19, Cat-2 must consider the Sender BID field next. Because Cat-1's BID is listed in BPDUs received on both 1/1 and 1/2, there is once again a tie. This causes Port ID to be evaluated next. Because 1/1 has a lower Port ID (0x8001) than port 1/2 (0x8002), port 1/1 is preferred. This places 1/1 in the Forwarding state and 1/2 in the Blocking state. 

	5:
	Start a continuous ping between PC-1 and PC-3. Break the 1/1 link connecting Cat-1 and Cat-2. How long before the traffic starts using the 1/2 link?

	A:
	It takes about 30-35 seconds. If you observe a period of approximately 50 seconds, disable PAgP with the set port channel 1/1-2 off command and repeat the measurements. Note that some hardware requires that you specify a different range of ports than 1/1-2. 

	6:
	Reconnect the 1/1 link from Step 2. What happens? Why?

	A:
	The traffic stops once again for 30-35 seconds! This surprises many people—you just fixed the network but STP still blocked traffic for approximately 30 seconds. As soon as the 1/1 link is reconnected, BPDUs start flowing from the Root Bridge to the non-Root Bridge. As soon as the non-Root Bridge sees a lower BPDU arrive on port 1/1, it realizes that port 1/2 is no longer a valid Root Port. Therefore, port 1/2 is immediately put into the Blocking state, but port 1/1 must still spend 15 seconds in the Listening state and 15 second in the Learning state (assuming default timer values). After 30 seconds, port 1/1 takes over as the Root Port. 

	7:
	With the continuous ping from Step 3 still running, break the 1/2 link connecting Cat-1 and Cat-2. What effect does this have?

	A:
	No effect. As with Question 2, there is no disruption because the traffic is not using this link.


Answers to Chapter 7 Review Questions

	1:
	Label the port types (RP=Root Port, DP=Designated Port, NDP=non-Designated Port) and the STP states (F=Forwarding, B=Blocking) in Figure 7-30. The Bridge IDs are labeled. All links are Fast Ethernet. Assume that there is only a single VLAN and that the portvlanpri command has not been used.

	A:
	Figure A-6 provides the labels requested in Question 1 for Figure 7-30. 

Figure A-6 Two Back-to-Back Catalysts with Crossed Links
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Cat-B becomes the Root Bridge because it has the lower BID. Cat-A therefore needs to select a single Root Port. In the previous examples of back-to-back switches, the links did not cross and Port 1/1 became the Root Port because of the lower Port ID (0x8001).

In this case, the crossed links force you to think about the fact that it is the received Port ID that influences the Cat-A, not Cat-A's local Port ID values. Although Cat-A:Port-1/2 has the higher local value, it is receiving the lower value. As a result, Port-1/2 becomes the Root Port. Understanding this issue is critical to effectively use portvlanpri load balancing. 

	2:
	When do bridges generate Configuration BPDUs?

	A:
	Bridges generate Configuration BPDUs in the following instances: 

· Every Hello Time seconds on all ports of the Root Bridge (unless there is a Physical-Layer loop.

· When a non-Root Bridge receives a Configuration BPDU on its Root Port, it sends an updated version of this BPDU out every Designated Port.

· When a Designated Port hears a less attractive BPDU from a neighboring bridge.

	3:
	When do bridges generate Topology Change Notification BPDUs?

	A:
	Bridges generate Topology Change Notification BPDUs in the following instances: 

· A bridge port is put into the Forwarding state and the bridge has at least one Designated Port.

· A port in the Forwarding or Learning states transitions to the Blocking state.

· A non-Root Bridge receives a TCN (from a downstream bridge) on a Designated Port.

	4:
	How many Spanning Tree domains are shown in Figure 7-31? Assume that all of the switches are using ISL trunks and PVST Spanning Tree.

	A:
	10+3+2+15=30. 

Although the same numbers are used for all of the VLANs, the routers break the network into four Layer-2 pockets (Cat-1 through Cat-3, Cat-4, Cat-5 through Cat-6, and Cat-7 through Cat-10). The VLANs in each Layer-2 pocket then form a separate STP domain.

One of the tricks in this layout is to notice that Cat-5 and Cat-6 form a single Layer-2 domain containing two, not three VLANs. Because of the backdoor links between the two switches, the routers do not break this into separate Layer-2 pockets. 

	5:
	When is the Root Bridge placement form of STP load balancing most effective? What command(s) are used to implement this approach?

	A:
	When traffic patterns are well defined and clearly understood. In hierarchical networks such as those adhering to the multilayer design model discussed in 

 HYPERLINK "http://safari.informit.com/main.asp?bookname=1578700949&cnode=159" Chapters 14 and 15, Root Bridge placement is an extremely effective form of STP load balancing. Simply collocate the Root Bridge with the corresponding default gateway router for that VLAN (see Chapters 14 and 15 for information). For non-hierarchical, flat-earth networks, load balancing usually requires different VLANs to have server farms in different physical locations. 

When placing Root Bridges, either the set spantree priority or the set spantree root commands can be used. 

	6:
	When is the Port Priority form of STP load balancing useful? What command(s) are used to implement this approach? What makes this technique so confusing?

	A:
	This form of load balancing is rarely useful. It can only be used with back-to-back switches. It should only be used in early versions of code or when connecting to non-Cisco devices. The set spantr ee portvlanpri command is used to implement this feature. This technique can be very confusing because it requires that the set spantree portvlanpri command be entered on the upstream switch. 

	7:
	When is the Bridge Priority form of STP load balancing useful? What command(s) are used to implement this approach? What makes this technique so confusing?

	A:
	The Bridge Priority form of STP load balancing can be useful if you are using pre-3.1 code and cannot use Root Bridge placement (because of traffic patterns) or portvlanpri (because the switches are not back-to-back). If you are using 3.1+ code, portvlancost is generally a better choice. The set spantree priority command is used to implement this approach. This technique can be confusing for several reasons: 

· The Bridge Priority values must be adjusted on devices that are upstream of where the load balancing takes place.

· The Bridge Priority values must not be adjusted too low or your Root Bridge placement is disrupted.

· It can be difficult to remember why each Bridge Priority was set.

	8:
	When is the portvlancost form of load balancing useful? What is the full syntax of the portvlancost command? What is the one confusing aspect of this technique?

	A:
	The portvlancost form of load balancing is useful in almost all situations. It is the most flexible form of STP load balancing. The full syntax of the portvlancost command is: 

set spantree portvlancost mod_num/port_num [cost cost_value] [preferred_vlans]

One confusing aspect to this command is that it only allows two cost values to be set for each port. One value is set with the portcost command and the other is set with the portvlancost command. 

	9:
	What technology should be used in place of portvlanpri?

	A:
	EtherChannel. 

	10:
	What are the components that the default value of Max Age is designed to account for? There is no need to specify the exact formula, just the major components captured in the formula.

	A:
	The default Max Age value of 20 seconds is designed to take two factors into account: End-to-end BPDU propagation delay and Message Age Overestimate. 

	11:
	What are the components that the default value of Forwarding Delay is designed to account for? There is no need to specify the exact formula, just the major components captured in the formula.

	A:
	The default Forward Delay value of 15 seconds is designed to take four factors into account: End-to-End BPDU Propagation Delay, Message Age Overestimate, Maximum Transmission Halt Delay, and Maximum Frame Lifetime. 

The last two factors (Maximum Transmission Halt Delay and Maximum Frame Lifetime) could be simplified into a single factor called "time for traffic to die out in the old topology." 

	12:
	What are the main considerations when lowering the Hello Time from the default of two seconds to one second?

	A:
	Lowering the Hello Time value can allow you to improve convergence time by lowering Max Age or Forward Delay (you have to do this separately) but also doubles the load that STP places on your network. Notice that load here refers to both the load of Configuration BPDU traffic and, more importantly, Spanning Tree CPU load on the switches themselves. 

	13:
	Where should PortFast be utilized? What does it change about the STP algorithm?

	A:
	In general, PortFast should only be used on end-station ports. It allows a port to immediately move into the Forwarding state when it initializes. Other than that, the processing is the same. When using redundant NICs that toggle link state, it can also be useful for links to servers. 

	14:
	Where should UplinkFast be utilized? In addition to altering the local bridging table to reflect the new Root Port after a failover situation, what other issue must UplinkFast address?

	A:
	UplinkFast should only be utilized in leaf-node, wiring closet switches. After a failover, UplinkFast must generate dummy multicast packets to update bridging tables throughout the network in addition to updating its own bridging table. 

	15:
	Where should BackboneFast be utilized?

	A:
	To work correctly, BackboneFast must be enabled on every switch in a given Layer 2 domain. 

	16:
	Where is PVST+ useful?

	A:
	PVST+ is useful when you are trying to connect traditional PVST Catalyst devices with 801.Q switches that only support a single instance of the Spanning-Tree Protocol. 

	17:
	Can MST regions be connected to PVST regions?

	A:
	MST and PVST regions cannot be connected through trunk links (MST switches only support 802.1Q trunks, and PVST switches only support ISL trunks). However, the two types of switches can be connected through access (non-trunk) links (although this is rarely useful). 

	18:
	Can you disable STP on a per-port basis?

	A:
	STP cannot be disabled on a per-port basis on Layer 2 Catalyst equipment such as the 4000s, 5000s, and 6000s. In fact, some Layer 3 Catalyst switches (Sup III with NFFC) require that STP be disabled for the entire device (all VLANs). 

	19:
	Why is it important to use a separate management VLAN?

	A:
	It is important to use a separate management VLAN to prevent CPU overload. If the CPU does overload as a result of excessive broadcast or multicast traffic, the Spanning Tree information can become out-of-date. When this occurs, it becomes possible that a bridging loop could open. If this loop forms in the management VLAN, remaining CPU resources are quickly and completely exhausted. This can spread throughout the network and create a network-wide outage. 

	20:
	What happens if UplinkFast sends the fake multicast frames to the usual Cisco multicast address of 01-00-0C-CC-CC-CC?

	A:
	If UplinkFast sends the dummy frames to the usual Cisco multicast address of 01-00-0C-CC-CC- CC, older, non-UplinkFast-aware Cisco Layer-2 devices do not flood the frames. Therefore, this does not update bridging tables through the network. 


Chapter 7 Hands-On Lab

Criteria for Chapter 7 Hands-on Lab

The hands-on lab in Chapter 7 asks you to complete an STP design for the network shown in Figure 7-32 which shows a three building campus.

Each building contains two MDF switches (A and B) and two IDF switches (C and D). The number of IDF switches in each building is expected to grow dramatically in the near future. The server farm has its own switch that connects to Cat-1A and Cat-1B. The network contains 20 VLANs. Assume that each server can be connected to a single VLAN (for example, the SAP server can be connected to the Finance VLAN). Assume that all links are Fast Ethernet except the ring of links between the MDF switches, which are Gigabit Ethernet.

Be sure to address the following items: STP timers, Root Bridges, Load Balancing, failover performance, and traffic flows. Diagram the primary and backup topologies for your design.

Solution to Chapter 7 Hands-on Lab

The solution that follows is one of many possible solutions to this lab.

The Root Bridges are best located on Cat-1A and Cat-1B at the entrance to the server farm. Cat-1A can be the Root Bridge for the odd-numbered VLANs and Cat-1B can be the Root Bridge for the even-numbered VLANs.

Because of the danger associated with STP timer tuning, this strategy is avoided here. Instead, UplinkFast can be configured on all of the IDF switches to reduce wiring closet failover to 2–3 seconds. BackboneFast can be configured on all of the switches to improve the convergence time after an indirect failure.

Figure A-7 shows the odd-numbered VLANs. Cat-1A is the Root Bridge. Only forwarding links are shown. The port state information is shown for Building 1 (the other building would follow the same pattern).

Figure A-7 Primary Topology for Odd VLANs; Backup Topology for Even VLANs
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Figure A-8 shows the same information for the even-numbered VLANs. Cat-1B is the Root Bridge.

Figure A-8 Primary Topology for Even VLANs; Backup Topology for Odd VLANs
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Cat-1A is the backup Root Bridge for the even VLANs and Cat-2B is the backup Root Bridge for the odd VLANs. Therefore, the backup topology for the odd VLANs is the same as Figure A-7c, whereas the backup topology for the even VLANs is the same as Figure A-7b.

Answers to Chapter 8 Review Questions

	1:
	What happens in a traffic loading situation for EtherChannel when two servers pass files between each other?

	A:
	All of the traffic between the servers crosses the same segment. This happens because the servers use the same MAC address for all of the frames. The ECB performs an X-OR on the MAC addresses and comes up with the same result every time. 

	2:
	If you have access to equipment, attempt to configure a two-segment EtherChannel where one end is set to transport only VLANs 1–10 and the other end of the segment is set to transport all VLANs. What gets established?

	A:
	Nothing. Both ends of an EtherChannel must be configured to pass the same set of VLANs on all interfaces. 

	3:
	In Figure 8-13, the configuration shows an 802.1Q encapsulation for VLAN 200 on a router. How would you add VLAN 300 to the trunk?

	A:
	Add the statement encapsulation dot1q 300 to another subinterface. 

	4:
	Configure a Catalyst trunk to transport VLAN 200 and VLAN 300 with 802.1Q. Repeat the exercise with ISL.

	A:
	Typical configuration statements are as follows: 

set trunk 1/1 on dot1q

clear trunk 1/1 201-299

clear trunk 1/1 301-1005

clear trunk 1/1 2-199

This method is a little awkward in that it allows all VLANs and then removes the disallowed VLANs.

To do the ISL trunk, you could follow the same process, except that the first command would say set trunk 1/1 on isl.


Answers to Chapter 9 Review Questions

	1:
	What are the three layers of the ATM stack? What does each do?

	A:
	Refer back to 

 HYPERLINK "http://safari.informit.com/main.asp?bookname=1578700949&snode=110" \l "11" Figure 9-3 in Chapter 9. The three layers are as follows: 

· AAL—  

Slice & dice

· ATM—  

Build headers

· Physical—  

Ship cells

	2:
	What is the difference between ATM and SONET?

	A:
	ATM is a cloud technology that deals with cells. SONET is a point-to-point technology that is used to carry cells. 

	3:
	What is the difference between a Catalyst with two LANE modules and a two-port ATM switch?

	A:
	As an edge device, the Catalyst only switches frames between ports; the LS1010, as an ATM switch, only switches cells. See 

 HYPERLINK "http://safari.informit.com/main.asp?bookname=1578700949&snode=110" \l "28" Figure 9-8 in Chapter 9. 

	4:
	What is the difference between a VPI, a VCI, and an NSAP? When is each used?

	A:
	VPI and VCI values are two parts of the address placed in the header of every cell (both PVCs and SVCs). NSAPs are only used to build the SVC. After the SVC is built, the VPI/VCI values are used to switch cells along the VC. 

	5:
	Assume you attached an ATM network analyzer to an ATM cloud consisting of one LS1010 ATM switch and two Catalysts with LANE modules. What types of cells could you capture to observe VPI and VCI values? What type of cells could you capture to observe NSAP addresses?

	A:
	All cells contain VPI/VCI values, but NSAP addresses can only be observed in cells that carry signaling messages (such as a UNI 4.0 call SETUP message). 

	6:
	What are the three sections of an NSAP address? What does each part represent?

	A:
	The following list outlines the three sections of an NSAP address and what each represents. 

· Prefix—  

What ATM switch?

· ESI—  

What devices on the ATM switch?

· Selector Byte—  

What software component in the end station?

	7:
	How do Catalysts automatically generate ESI and selector byte values for use with LANE?

	A:
	The following list shows how Catalysts automatically generate ESI and selector byte values for use with LANE. 

· LEC = MAC . **

· LES = MAC + 1 . **

· BUS = MAC + 2 . **

· LECS = MAC + 3 . 00

	8:
	What is the five-step initialization process used by LANE Clients to join an ELAN?

	A:
	The five-step initialization process used by LANE Clients to join an ELAN is as follows: 

Step 1. Client contacts LECS (Bouncer). 

Step 2. Client contacts LES (Bartender). 

Step 3. LES contacts Client. 

Step 4. Client contacts BUS (Gossip). 

Step 5. BUS contacts Client. 

	9:
	What are the names of the six types of circuits used by LANE? What type of traffic does each carry?

	A:
	The following list outlines the names of the six types of circuits used by LANE and what type of traffic each carries. 

· Configuration Direct—  

Requests to join ELAN and NSAP of LES

· Control Direct—  

LE_ARPs

· Control Distribute—  

LE_ARPs that need to be flooded to all Proxy Clients

· Multicast Send—  

Broadcast, multicast, and unknown unicast traffic that needs to be flooded to all Clients

· Multicast Forward—  

Broadcast, multicast, and unknown unicast traffic that is being flooded

· Data Direct—  

End-user data from LEC to LEC

	10:
	What is the difference between an IP ARP and an LE_ARP?

	A:
	IP ARPs are used to request the MAC address associated with an IP address. 

LE_ARPs are used to request the NSAP address associated with a MAC address. 

	11:
	In a network that needs to trunk two VLANs between two Catalysts, how many LECs are required? How many LECSs? How many LESs? How many BUSs?

	A:
	· LECs = 4—  

One per Client per ELAN 

· LECSs = 1—  

One per LANE network

· LESs = 2—  

One per ELAN

· BUSs = 2—  

One per ELAN

	12:
	If the network in Question 11 grows to ten Catalysts and ten VLANs, how many LECs, LECSs, LESs and BUSs are required? Assume that every Catalyst has ports assigned to every VLAN.

	A:
	· LECs = 100 

· LECSs = 1

· LESs = 10

· BUSs = 10

	13:
	Trace the data path in Figure 9-26 from an Ethernet-attached node in VLAN 1 on Cat-A to an Ethernet-attached node in VLAN 2 on Cat-B. Why is this inefficient?

	A:
	The traffic travels through the ELAN1 to the router where it is routed to ELAN2. It then travels across ELAN2 to reach the node on Cat-B. This is inefficient because: 1) the router might not be as fast as the ATM network and 2) the router was required to reassemble the cells back into a complete packet before the routing decision could be made. After the packet is routed, it has to again be segmented into cells.


Solution to Chapter 9 Hands-On Lab

The hands-on lab in Chapter 9 asks you to build a network that resembles Figure 9-29.

Table 9-6 shows the LANE components that should be configured on each device.

	Table 9-6. LANE Components to Be Configured

	Device 
	VLAN1/ELAN1 
	VLAN2/ELAN2 
	VLAN3/ELAN3 

	LEC-A
	LEC, LES/BUS
	LEC
	LEC

	LEC-B
	LEC
	LEC, LES/BUS
	LEC

	Router
	LEC
	LEC
	LEC, LES/BUS

	LS1010
	LEC
	LEC
	LEC


The LS1010 is the LECS.

Configure IP addresses on the SC0 interfaces of both Catalysts, the router subinterfaces, and the LS1010 subinterfaces (use interface atm 2/0/0 or 13/0/0 for the LS1010). Configure HSRP between the ATM router and an RSM located in LEC-A. Table 9-7 provides IP addresses that can be used.

When you are done building the network, perform the following tasks:

· Test connectivity to all devices.

· Turn on debug lane client all and ping another device on the network (you might need to clear the Data Direct if it already exists). Log the results.

· With debug lane client all still running, issue shut and no shut commands on the atm major interface. Log the results.

· Examine the output of the show lane client, show lane config, show lane server, show lane bus, and show lane database commands.

· Add SSRP to allow server redundancy.

· If you have multiple ATM switches, add dual-PHY support (don't forget to update your SSRP configurations).

Sample Configurations for Hands-On Lab 

Examples A-1–A-5 provide some sample configurations for LEC-A, LEC-B, LS1010, the router, and Cat-A RSM for the hands-on lab. Although your configuration might differ slightly, these examples provide some guidelines to point you in the right direction.

LEC-A

Example A-1 provides a sample configuration for LEC-A. 

Example A-1 Sample Configuration for LEC-A for Hands-On Lab

hostname LEC-A ! interface ATM0 atm preferred phy A atm pvc 1 0 5 qsaal atm pvc 2 0 16 ilmi ! interface ATM0.1 multipoint lane server-bus ethernet ELAN1 lane client ethernet 1 ELAN1 ! interface ATM0.2 multipoint lane client ethernet 2 ELAN2 ! interface ATM0.3 multipoint lane client ethernet 3 ELAN3 ! line con 0 line vty 0 4 no login ! end 

LEC-B

Example A-2 provides a sample configuration for LEC-B. 

Example A-2 Sample Configuration for LEC-B for Hands-On Lab

hostname LEC-B ! interface ATM0 atm preferred phy A atm pvc 1 0 5 qsaal atm pvc 2 0 16 ilmi ! interface ATM0.1 multipoint lane client ethernet 1 ELAN1 ! interface ATM0.2 multipoint lane server-bus ethernet ELAN2 lane client ethernet 2 ELAN2 ! interface ATM0.3 multipoint lane client ethernet 3 ELAN3 ! ! line con 0 line vty 0 4 no login ! end 

LS1010

Example A-3 provides a sample configuration for LS1010. 

Example A-3 Sample Configuration for LS1010 for Hands-On Lab

hostname LS1010 ! atm lecs-address-default 47.0091.8100.0000.0010.2962.e801.0010.2962.e805.00 1 atm address 47.0091.8100.0000.0010.2962.e801.0010.2962.e801.00 atm router pnni node 1 level 56 lowest redistribute atm-static ! ! lane database Test_Db name ELAN1 server-atm-address 47.00918100000000102962E801.00102962E431.01 name ELAN2 server-atm-address 47.00918100000000102962E801.00102941D031.02 name ELAN3 server-atm-address 47.00918100000000102962E801.001014310819.03 ! ! interface ATM13/0/0 no ip address atm maxvp-number 0 lane config auto-config-atm-address lane config database Test_Db ! interface ATM13/0/0.1 multipoint ip address 10.1.1.110 255.255.255.0 lane client ethernet ELAN1 ! interface ATM13/0/0.2 multipoint ip address 10.1.2.110 255.255.255.0 lane client ethernet ELAN2 ! interface ATM13/0/0.3 multipoint ip address 10.1.3.110 255.255.255.0 lane client ethernet ELAN3 ! interface Ethernet13/0/0 no ip address ! no ip classless ! line con 0 line aux 0 line vty 0 4 login ! end 

Router

Example A-4 provides a sample configuration for the router. 

Example A-4 Sample Configuration for Router for Hands-On Lab

! hostname Router ! interface FastEthernet2/0 no ip address shutdown ! interface ATM3/0 no ip address atm pvc 1 0 5 qsaal atm pvc 2 0 16 ilmi ! interface ATM3/0.1 multipoint ip address 10.1.1.253 255.255.255.0 no ip redirects lane client ethernet ELAN1 standby 1 preempt standby 1 ip 10.1.1.254 ! interface ATM3/0.2 multipoint ip address 10.1.2.253 255.255.255.0 no ip redirects lane client ethernet ELAN2 standby 2 priority 101 standby 2 preempt standby 2 ip 10.1.2.254 ! interface ATM3/0.3 multipoint ip address 10.1.3.253 255.255.255.0 no ip redirects lane server-bus ethernet ELAN3 lane client ethernet ELAN3 standby 3 preempt standby 3 ip 10.1.3.254 ! router rip network 10.0.0.0 ! ip classless ! ! line con 0 line aux 0 line vty 0 4 login ! end 

Cat-A-RSM

Example A-5 provides a sample configuration for Cat-A-RSM. 

Example A-5 Sample Configuration for Cat-A-RSM for Hands-On Lab

hostname Cat-A-RSM ! interface Vlan1 ip address 10.1.1.252 255.255.255.0 no ip redirects standby 1 priority 101 standby 1 preempt standby 1 ip 10.1.1.254 ! interface Vlan2 ip address 10.1.2.252 255.255.255.0 no ip redirects standby preempt standby 2 ip 10.1.2.254 ! interface Vlan3 ip address 10.1.3.252 255.255.255.0 no ip redirects standby 3 priority 101 standby 3 preempt standby 3 ip 10.1.3.254 ! router rip network 10.0.0.0 ! no ip classless ! line con 0 line aux 0 line vty 0 4 login ! end

Answers to Review Questions

	1:
	A network administrator observes that the MPC cannot develop a shortcut. An ATM analyzer attached to the network shows that the MPC never issues a shortcut request, even though the 10 frames per second threshold is crossed. Why doesn't the MPC issue a shortcut request? The show mpoa client command displays as shown in Example 10-20.

	A:
	The MPC cannot issue a shortcut request because it cannot establish a relationship with an MPS. This results from the absence of an LEC to MPC binding. Notice in the last line of the output that no LANE clients are bound to mpc2. Assuming that a valid LEC exists, you can fix this with the lane client mpoa client command. 

	2:
	When might the ingress and egress MPS reside in the same router?

	A:
	The ingress and egress MPS might reside in the same router whenever the ingress and egress MPCs are only one router hop away along the default path. That router can then service both the ingress and egress roles. 

	3:
	What creates the association of an MPC with a VLAN?

	A:
	Because an LEC must be associated with an MPC in a Catalyst, the VLAN associated with the LEC also associates the MPC to the VLAN. 

	4:
	Example 10-6 has the following configuration statement in it: lane client ethernet elan_name. Where is the VLAN reference?

	A:
	This is from an MPS configuration that resides on a router. The router does not associate VLANs like a Catalyst does. Only Catalyst client interfaces need a VLAN reference to bridge the VLAN to the ELAN. The router associates only with an ELAN. 

The following lines appear in both Example 10-14 and Example 10-15: lane client ethernet 21 elan1 and lane client ethernet 22 elan2. Is there any problem with this? Could they both say ethernet 21? The values 21 and 22 combine those VLAN numbers to the correct ELANs (1 and 2). Both ELANs define different broadcast domains and support different IP subnetworks. Conventionally then, the VLAN numbers differ. However, the two VLAN numbers could be the same because they are isolated by a router. If, however, they were not isolated by a router, the VLAN values could not be the same because they would be bridged together merging the broadcast domains. 

	5:
	If a frame must pass through three routers to get from an ingress LEC to an egress LEC, do all three routers need to be configured as an MPS?

	A:
	No. Only the ingress and egress routers need to be configured as an MPS. However, any other intermediate routers in the default path must have at least an NHS configured. Further, the NHS must be able to source and receive traffic through LECs. 

	6:
	Can you configure both an MPC and an MPS in a router?

	A:
	Yes. The router may have both concurrently. You can elect to do this when the router functions as an intermediate router or as an ingress/egress router, while at the same time serving local Ethernet or other LAN connections as an MPC.


Answers to Chapter 11 Review Questions

	1:
	What is the difference between routing and Layer 3 switching?

	A:
	In one sense, nothing . In another sense, the term routing implies that the forwarding is software-based where the term Layer 3 switching implies that hardware-based forwarding is used. In both cases, general-purpose CPUs are used to handle control plane functions (such as routing protocols and configuration). 

	2:
	Can the router-on-a-stick approach to inter-VLAN routing also support inter-VLAN bridging?

	A:
	Yes. Simply configure a bridge-group on multiple subinterfaces. 

 HYPERLINK "http://safari.informit.com/main.asp?bookname=1578700949&snode=218" \l "3" Example A-6 bridges protocols other than IP, IPX, and AppleTalk between VLANs 1 and 2. 

Example A-6 Router-on-a-Stick Configuration That Routes IP, IPX, and AppleTalk but Bridges Other Protocols

interface FastEthernet1/0 no ip address ! interface FastEthernet1/0.1 encapsulation isl 1 ip address 10.1.1.1 255.255.255.0 bridge-group 1 ! interface FastEthernet1/0.2 encapsulation isl 2 ip address 10.1.2.1 255.255.255.0 ipx network 2 bridge-group 1 ! interface FastEthernet1/0.3 encapsulation isl 3 ip address 10.1.3.1 255.255.255.0 appletalk cable-range 300-310 304.101 appletalk zone ZonedOut ipx network 3 ! bridge 1 protocol ieee 

	3:
	How can the RSM be especially useful in remote office designs?

	A:
	It can be fitted with WAN interfaces if you use the VIP adapter. 

	4:
	What are the strengths of the RSM approach to Layer 3 switching?

	A:
	Its unique capability to both bridge and route traffic in the same platform. For example, it is much easier to mix lots of ports that both bridge and route IP traffic using the RSM (and MLS) than it is to use IRB on IOS-based devices. See the section "MLS versus 8500s" for more information. 

	5:
	Does MLS eliminate the need for a router?

	A:
	No. Because MLS is a routing switch Layer 3 switching technique, it relies on caching information learned from the actions of a real router. The router must therefore be present to handle the first packet of every flow and perform the actual access list processing. 

	6:
	Does MLS require a router that runs the router-based NetFlow mechanism?

	A:
	No. Other than the fact that MLS and NetFlow on the routers can both be used for detailed data collection, the two mechanisms are completely separate. A router doing MLS processing does not need to be running router NetFlow. 

	7:
	In MLS, does the router create the shortcut entry and download it to the Layer 3 CAM table located in the Catalyst's NFFC or MSFC?

	A:
	No. Many people are of the opinion that MLS is simply a router running router NetFlow that learns a flow and then ships the results of this flow to a Catalyst. This is not the case. First, if it were the case, the flow would probably be over before the information could be learned by the Catalyst. Second, the NFFC learns the cache information totally by itself. It only needs to know the MAC address and VLAN information of the router (it learns this via MLSP). 

	8:
	What is a flow mask?

	A:
	A flow mask is used to set the granularity with which MLS creates flows and builds shortcut entries. There are three flow masks: destination, source-destination, and full. See the section "Access Lists and Flow Masks" for more information. 

	9:
	How does the Catalyst 8500 make routing decisions?

	A:
	It uses a general-purpose CPU to build a routing table and then a CEF table that gets downloaded to the line cards. The line cards use ASICs to perform lookups in the CEF table and make forwarding decisions. See the section "Switching Routers" for more information. 

	10:
	What are the two routing options offered for the Catalyst 6000 family? From a conceptual standpoint, how do they differ?

	A:
	The MSM and the MSFC. The MSM is a switching router style of platform (it is based on 8510 technology). The MSFC uses MLS (however, it contains both the MLS-SE and MLS-RP on the same card). 

	11:
	What is MHSRP? How is it useful?

	A:
	MHSRP stands for Multigroup Hot Standby Router Protocol. It is a technique that creates two (or more) shared IP addresses for the same IP subnet. It is most useful for load balancing default gateway traffic. 

	12:
	What is the difference between CRB and IRB?

	A:
	Although both features allow a particular protocol to be routed and bridged on the same device, CRB does not let the bridged and routed halves communicate with each other. IRB solves this by introducing the BVI, a single routed interface that all of the bridged interfaces can use to communicate with routed interfaces in that device. 

	13:
	When is IRB useful?

	A:
	When you want to have multiple interfaces assigned to the same IP subnet (or IPX network, AppleTalk cable range, and so on), but also want to have other interfaces that are on different IP subnets. The interfaces on the same subnet communicate through bridging. All of these interfaces as a group use routing to talk to the interfaces using separate subnets. 

	14:
	What are some of the dangers associated with mixing bridging and routing?

	A:
	In a general sense, mixing the two technologies can lead to scalability problems. Specifically, it merges multiple Spanning Trees into a single tree. This can create Spanning Tree instability and defeat load balancing. It can lead to excessive broadcast radiation. It can make troubleshooting difficult. In general, it is advisable to create hard Layer 3 barriers in the network to avoid these issues. 

	15:
	What is the benefit of using the IEEE and DEC Spanning-Tree Protocols at the same time? Where should each be run?

	A:
	Both protocols can be used to avoid the Broken Subnet Problem. IEEE must be run on the Layer 2 Catalysts (they only support this variation of the Spanning-Tree Protocol). The IOS-based routers therefore need to run the DEC or VLAN-Bridge versions.


Answers to Review Questions

Refer to Figure 12-17 for all review questions.

	1:
	In what mode is the link between the two Catalysts?

	A:
	The link is not a trunk because Cat-A is set to ON and Cat-B set to AUTO. Although this normally forces a link into trunk mode, the two ends belong to different domains preventing the establishment of a trunk. You must set both ends to ON or nonegotiate. The link is, therefore, an access link. 

	2:
	Change both ends of the trunk to ON. Can PC-1 ping PC-2?

	A:
	Yes, both are in the same VLAN and the same subnet. 

	3:
	Can Cat-A ping Cat-B?

	A:
	Yes, SC0 for both Catalysts belong to the same VLAN and the same subnet. 

	4:
	Can Cat-B ping PC-2?

	A:
	Even though SC0 and PC-2 belong to the same subnet, they belong to different VLANs. Therefore, they cannot ping each other. 

	5:
	VLAN 2 used to be called oldlan2. An administrator at Cat-A renames VLAN 2 to newlan2. Does Cat-B know about the new name, newlan2?

	A:
	Cat-B does not know about newlan2 because the two Catalysts are in different VTP domains. The only way for Cat-B to learn about newlan2 is to manually configure it somewhere in the VTP domain world. 

	6:
	clear config all on Cat-B. Reenter the IP address on SC0. Can Cat-B ping Cat-A?

	A:
	After clearing the configuration of Cat-B and resetting the IP address on SC0, the two Catalysts can ping each other because they are in the same VLAN and subnet. 

	7:
	Can PC-2 ping PC-1?

	A:
	PC-2 cannot ping PC-1 because they are now in different VLANs. Clearing the configuration of Cat-B, set all ports to VLAN 1. 

	8:
	Does Cat-B know about newlan2?

	A:
	Assuming that Cat-B did not receive a VTP update from another Catalyst in a different VTP domain, Cat-B now belongs to domain wally. The link between the two Catalysts should be a trunk, because Cat-A is set to ON and Cat-B is set to AUTO. This allows Cat-B to receive the VTP updates from Cat-A and, therefore, to learn about newlan2. 

	9:
	Can Cat-B remove newlan2?

	A:
	Yes. If it is set up as either a VTP Server or transparent mode, it can remove newlan2. Because this follows a clear config all, the Catalyst is by default set to a VTP server.


Answers to Chapter 13 Review Questions

	1:
	IGMP version 2 includes an explicit leave message for hosts to transmit whenever they no longer want to receive a multicast stream. Why, then, does version 2 include the query message?

	A:
	The query message remains in version 2 for three reasons. One reason is for backwards compatibility with version 1. Another reason is to enable the router to be absolutely sure that no hosts exist that intend to receive the stream. It is possible that a leave or join message can be lost from a collision or other physical layer event causing the router to erroneously believe that it should terminate the stream. The query message, then, is an insurance policy. A third reason for retaining the query message is to support the query router selection process. Only one router per segment can be a query router. In version 2, the router with the lowest IP address becomes the query router. 

	2:
	Why doesn't a Catalyst normally learn multicast addresses?

	A:
	The Catalyst, a bridge, learns source addresses. Multicast addresses never appear in the source address field of a frame. 

	3:
	What Layer 2, Layer 3, and IGMP information does a multicast device transmit for a membership report?

	A:
	A membership includes the following: 

· The Layer 2 header uses the sources unicast address in the source field and the calculated multicast MAC address in the destination field.

· The Layer 3 header uses the source's IP address and the multicast group address for the destination.

The IGMP membership report uses the group multicast address. 

	4:
	Assume that you have a switched network with devices running IGMP version 1 and the switches/routers have CGMP enabled. One of the multicast devices surfs the Web looking for a particular multicast stream. The user first connects to group 1 and finds it isn't the group that he wants. So he tries group 2, and then group 3, until he finally finds what he wants in group 4. Meanwhile, another user belongs to groups 1, 2, and 3. What happens to this user's link?

	A:
	The user's link continues to carry traffic from all four multicast groups until there are no members in the broadcast domain for those groups. CGMP and IGMP version 1 cannot remove a user from a multicast stream until there are no more active members of the group. This stems from the implicit leave function of IGMP version 1. This can create a bandwidth problem for the user because he might have four multicast streams hitting his interface. 


Answers to Chapter 14 Review Questions

	1:
	What are some of the unique requirements of an IDF switch?

	A:
	Cost and port density are the two most important considerations. Other considerations include redundancy options and ease of management. 

	2:
	What are some of the unique requirements of an MDF switch?

	A:
	The key requirements are high availability and throughput, especially Layer 3 throughput. Routing capabilities (such as supporting a wide variety of robust routing protocols) is also important. 

	3:
	Describe the access/distribution/core terminology.

	A:
	Access layer devices are used for end-station connections (through horizontal cabling). They also connect to distribution devices through vertical cabling. In a campus network, the term access device is essentially a synonym for IDF device. 

Distribution devices are used to provide a central point of connectivity for an entire building (or portion of a large building). They are equivalent to MDF devices.

The core layer is used to link distribution devices. 

	4:
	Why is routing an important part of any large network design?

	A:
	Routing has many advantages in a properly designed campus network: 

· Scalability

· Broadcast and multicast control

· Optimal and flexible path selection

· Load balancing

· Fast convergence

· Hierarchy and summarized addressing

· Policy and access lists

· Value-added features such as DHCP relay

	5:
	What networks work best with the router and hub model?

	A:
	Networks work best with the router and hub model if they have limited bandwidth requirements and mostly use departmental servers that keep the traffic on the local segment. 

	6:
	What are the benefits of the campus-wide VLANs model?

	A:
	The main advantage of the campus-wide VLAN approach to network design is that it allows a direct, Layer 2 path from end users to servers. This is an attempt to avoid the slowness of software-based routers. This design can also be useful for networks that design lots of flexibility in subnet and VLAN assignments. For example, members of the Finance group can all be assigned to the same VLAN even if they are located in different buildings or locations within the campus. This can then simplify VLAN and security assignments. 

	7:
	What are the downsides of the campus-wide VLANs model?

	A:
	· Management and troubleshooting can be very difficult. 

· Spanning Tree can be very difficult to optimize, manage, and control.

· Trunks allow a problem in one VLAN to starve out all VLANs.

· To achieve stability, it often requires all redundancy to be eliminated.

· It is highly dependent upon the 80/20 rule, something that no longer holds true in most networks.

· It is based on the assumption that routers are slow, something that is no longer true.

	8:
	Describe the concept of a distribution block.

	A:
	A distribution block is a self-contained unit of devices and associated VLANs, subnets, and connectivity. The MDF and IDF switches in distribution blocks form triangles of connectivity. Because routing is configured in MDF devices, a Layer 3 barrier is created between each distribution block and the campus core, increasing the network's scalability. 

	9:
	Why is it important to have modularity in a network?

	A:
	There are many advantages to building modularity into the network: 

· Scalability is improved because new modules can be easily added.

· The network becomes easier to understand, troubleshoot, and maintain.

· It is easier to use cookie cutter configurations.

· It is easier to handle migrations.

· It is easier to provide redundancy and load balancing.

· It is easier to provide fast failover performance.

· It is much easier to substitute different technologies at various places within the network. For example, the core can easily use Fast Ethernet, Gigabit Ethernet, ATM, Tag Switching, or Packet Over SONET.

	10:
	What are the concerns that arise when using a Layer 2 core versus a Layer 3 core?

	A:
	Layer 2 cores are not as scalable as Layer 3 cores. Tuning Spanning Tree and load balancing in a Layer 2 core can be tricky. In many cases, physical loops should be removed to improve failover performance. 

	11:
	How should a server farm be implemented in the multilayer model?

	A:
	As another distribution block off of the core. Workgroup servers can attach to MDF or IDF switches (depending on what users they serve).


Solution to Chapter 14 Hands-On Lab

Design two campus networks that meet the following requirements. The first design should employ the campus-wide VLANs model using Catalyst 5509 switches. The second design should implement the multilayer model by using Catalyst 8540 MDF switches and Catalyst 5509 IDF switches. Here are the requirements:

· The campus contains three buildings.

· Each building has four floors.

· Each floor has one IDF switch.

· Each building has two MDF switches in the basement.

· Each IDF has redundant links (one two each MDF switch).

· The MDF switches are fully meshed with Gigabit Ethernet links (in other words, the core does not use a third layer of switches).

· Each IDF switch should have a unique management VLAN where SC0 can be assigned.

· In the campus-wide VLANs design, assume there are 12 VLANs and that every IDF switch participates in every VLAN.

· In the multilayer design, assume that every IDF switch only participates in a single end-user VLAN (for administrative simplicity).

How many VLANs are required under both designs?

Figure A-9 illustrates a potential design utilizing the campus-wide VLANs model. Because the design is less modular than the multilayer model, this design is usually less scalable and harder to maintain. Each building is contained within a single distribution block. 

Figure A-9 Campus-Wide VLANs Design
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Figure A-10 illustrates a campus design built around the multilayer model. Each distribution block is a self-contained unit. The switching router form of Layer 3 switches are used in the distribution Layer 3. To maximize the potential scalability of the network, a Layer 3 core is used.

Figure A-10 Multilayer Design Using Switching Routers
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Answers to Chapter 15 Review Questions

	1:
	This chapter mentioned many advantages to using the multilayer model. List as many as possible.

	A:
	The advantages of using the multilayer model are as follows: 

· Modularity

· Scalability

· Ease of maintenance and troubleshooting

· Improved multicast support

· Deterministic traffic flows

· It is a media-independent design (for example, the core can use either Ethernet or ATM)

· It is very resilient and offers fast failover via intelligent Layer 3 routing protocols

· It provides a high degree of control

	2:
	This chapter also mentioned many disadvantages to using campus-wide VLANs. List as many as possible.

	A:
	The disadvantages of using campus-wide VLANs are as follows: 

· A lack of hierarchy

· Spanning Tree and other problems can quickly spread and cripple the entire network

· Spanning Tree load blanacing can be extremely difficult if not impossible to implement

· Troubleshooting is difficult

· It is difficult to expand the network

· Connecting multiple VLANs to multiple servers through mutli-VLAN NICs like LANE, ISL, and 802.1Q often results in low performance and can overwhelm the servers with broadcast traffic from many VLANs

· They often require that redundancy be eliminated to achieve stability

	3:
	List some of the issues concerning management VLAN design.

	A:
	Some of the issues concerning management VLAN design are as follows: 

· Always have separate management and end-user VLANs

· Having loop-free management VLANs can improve stability

	4:
	What are some factors to be considered when determining where to place Root Bridges?

	A:
	· Place in the paths of high-bandwidth data flows 

· Use devices that can carry the aggregate load presented to Root Bridges

· Use a stable device

· Use centralized Root Bridges to facilitate network simplicity

· Use distributed Root Bridges to increase aggregate throughput at the expense of a more complex network design

	5:
	List five techniques that are available for campus load balancing.

	A:
	Five techniques that are available for campus load balancing include: 

· The Spanning-Tree Protocol

· HSRP

· IP Routing

· ATM

· EtherChannel

	6:
	What is the primary difference between using routing switches (MLS) and switching routers in MDF/distribution layer devices?

	A:
	The primary difference between routing switches and switching routers concerns their handling of Layer 2 and Layer 3 functions. Routing switches are, first and foremost, Layer 2 devices that have been enhanced with a variety of Layer 3 functionality. However, they continue to maintain a strong Layer 2 orientation. As a result, they do not automatically create any Layer 3 barriers in the network (this must be done through manual pruning of VLANs from trunk links). On the other hand, switching routers such as the Catalyst 8500s are essentially high-speed versions of traditional Cisco routers. Therefore, they require no special configuration to partition the network into separate Layer 2 domains (creating a more scalable design). 

Note that both types of Layer 3 switches can be used to create essentially identical designs. The distinctions being made here reflect the default behavior of these devices and should be kept in mind when designing and building a campus network. 

	7:
	What are the pros and cons of using ATM?

	A:
	Table A-1 lists the pros and cons of using ATM. 

Table A-1. ATM Pros and Cons

Pros 

Cons 

High available bandwidth

Complexity

Sophisticated bandwidth sharing

Cost

QoS

Ethernet is growing in sophistication and in its capability to handle features previously only supported by ATM (such as COS/QoS)

Support for timing-critical applications such as voice and video

Many new voice and video applications do not require ATM service

Distance

 
Interoperability

 



Answers to Chapter 18 Review Questions

	1:
	In what sort of situation would a Catalyst 6000/6500 using XDI/CatOS software and no MSFC daughter-card be useful?

	A:
	In cases where very high Layer 2 bandwidth is required. For example, it is a good fit for Gigabit Ethernet backbone switching and server farm applications. 

	2:
	What Layer 3 switching configuration is used by the MSM?

	A:
	Router-on-a-stick. 

	3:
	The MSM connects to the Catalyst 6000 backplane via what type of interfaces?

	A:
	Four Gigabit Ethernet interfaces. 

	4:
	How can ten VLANs be configured on the MSM?

	A:
	Although the four Gigabit Ethernet interfaces can be used as individual interfaces, they are generally more useful when grouped into a single Gigabit EtherChannel bundle (referred to as a Port-channel interface in the IOS configuration). By creating subinterfaces on the Port-channel interface, a large number of VLANs can be configured (although, as discussed in 

 HYPERLINK "http://safari.informit.com/main.asp?bookname=1578700949&cnode=159" Chapters 14 and 15, using a huge number of VLANs is generally a bad idea from a design and maintenance standpoint). 

	5:
	What are the advantages and disadvantages of the MSFC Hybrid Mode?

	A:
	The advantages of the MSFC Hybrid Mode include the following: 

· High-speed Layer 3 switching

· Capability to support features such as IGMP Snooping and QoS/COS

· Retains the tight integration between Layer 2 and Layer 3 featured by the RSM (specifically, Layer 2 ports are automatically assigned to the correct Layer 3 VLAN)

· Uses a single slot

The one noteworthy disadvantage of the MSFC Hybrid Mode is the requirement for two user interfaces (IOS on the RP for Layer 3 and XDI/CatOS on the SP for Layer 2) 

	6:
	Under the Native IOS Mode, how are switchports configured with Layer 3 information like IP addresses?

	A:
	Layer 3 information is configured on an SVI VLAN interface, not on the switchport directly. 

	7:
	Is a Catalyst 6000 running Native IOS Mode software more of a routing switch or a switching router?

	A:
	The flexibility of the Native IOS Mode interface allows the Catalyst 6000 to function as either type of device. Because it is based on switching hardware, it has a wide variety of Layer 2 features and functions. However, because both CPUs are running full IOS images, it inherits the attributes shared by virtually all Cisco routers. By configuring most of the ports as switchports, the box takes on a very routing switch-like feel. However, if you leave the interfaces at their default (where every interface is a routed port), the box looks like a switching router. At some point, the difference doesn't matter and the discussion drops off into a meaningless debate of semantics. Don't let the flexibility of the MSFC Native IOS Mode leave you in a situation of brain lock. Instead, simply take advantage of its benefits. 
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